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Abstract

Hydrogen sensitivity, defined as the preference of a metal alkyl for hydrogenolysis over olefin insertion, was studied computationally
(DFT) for a series of simple model catalysts, including some metallocenes and a few basic models of heterogeneous catalysts. As a mea-
sure of electrophilicity, we have used the complexation energy to the probe molecule ammonia. For isolated species in the gas phase,
complexation energies appear to dominate the chemistry. Ethene complexes more strongly than hydrogen, and with increasing electro-
philicity of the metal centre this difference grows; the hydrogen sensitivity decreases accordingly. This result seems to agree both in broad
terms with the experimental lower hydrogen sensitivity of heterogeneous catalysts, and more specifically with the increased hydrogen
sensitivity of highly alkylated or fused metallocenes. The opposite conclusion reached by Blom et al. [R. Blom, O. Swang, R.H. Heyn,
Macromol. Chem. Phys. 203 (2002) 381] is due to the use of a very different measure of electrophilicity, rather than to different exper-
imental data.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Hydrogen sensitivity is a key parameter of olefin poly-
merization catalysts. Hydrogen is commonly used as a
molecular weight control agent [1]. Single-site catalysts
tend to be much more sensitive to hydrogen than hetero-
geneous Ziegler–Natta catalysts; Phillips-type chromium
oxide catalysts have an extremely low hydrogen sensitivity
[2]. A high hydrogen sensitivity can not only lead to low
molecular weights, but also to low net activity in the pres-
ence of hydrogen, since the hydrides formed in the chain
termination reaction are highly reactive and can decom-
pose/deactivate much more quickly than the propagating
polymeryl species themselves [3]. Also, hydrides show
0022-328X/$ - see front matter � 2007 Elsevier B.V. All rights reserved.
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low regioselectivity for a-olefin insertion [4], and second-
ary alkyls formed by 2,1-insertion in a metal-hydrogen
bond may well become ’’dormant’’ [5]. On the other hand,
‘‘dormant’’ species can be re-activated by hydrogen, so
that in many other cases addition of hydrogen results in
higher activity (as well as lower molecular weight) [5].
The wide variation in hydrogen sensitivity of catalytic sys-
tems complicates the use of mixtures of catalysts in a sin-
gle reactor for the deliberate generation of bimodal
molecular weight distributions.

The factors governing hydrogen sensitivity are poorly
understood and have received little attention from compu-
tational chemists. At the most basic level, hydrogen sensi-
tivity can be described as the competition between
monomer coordination/insertion and hydrogen coordina-
tion/r-bond metathesis (Scheme 1). In the absence of
hydrogen, the main chain termination step is usually chain
transfer to monomer, also illustrated in Scheme 1.
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Scheme 1. Competing insertion, chain transfer to monomer, and hydrogenolysis.
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The degree of polymerization resulting from these com-
peting reactions is given by the ratio of propagation to all
contributing chain termination reactions:

P n ¼
RpP
Rterm

¼ Rp

Rct þ Rh þ . . .
ð1Þ

In industrial applications, Rct is low and Rh is the dom-
inant chain termination process, so that Pn � Rp/Rh. The
elementary steps of insertion, chain transfer to monomer
and hydrogenolysis have been studied computationally in
some detail [6,7], but the effect of catalyst variation has
only been studied systematically for the propagation and
chain transfer to monomer steps [8].

In a gas-phase reactivity study of metallocene alkyl cat-
ions, Richardson et al. found a correlation between electro-
philicity of the metal centre and ease of hydrogenolysis [9a].
They argued that Ind2Zr+ is less electrophilic than Cp2Zr+,
although recent work by the group of Chirik [10] indicates
that the ‘‘indenyl effect’’ in metallocene catalysis is related
to the higher electrophilicity of the metal centre in Ind2 com-
plexes, rather than to changes in hapticity that would be
possible with indenyls but not with cyclopentadienyls. A
correlation with experimental 91Zr chemical shifts and cal-
culated ESP charges for a limited set of metallocene cata-
lysts led Blom et al. [11] to conclude that electrophilicity
increases in the order Cp2Zr < Ind2Zr < Cp�2Zr (a some-
what counterintuitive result), and that hydrogen sensitivity
of the polymerization catalysts increases in the same order.
In the present work, we examine a wide range of simple
model ligands (a–s, Scheme 2) in order to explore the elec-
tronic factors determining hydrogen sensitivity. We com-
pare TiIV, (1) TiIII (2) and ZrIV (3) in these ligand
environments, and try to correlate the predicted hydrogen
sensitivity with the Lewis acidity of the metal centre.

The model systems chosen here (except for l, m, o and p)
are not intended to represent any ‘‘real’’ catalyst. They are
far too small and simple for that. Primarily, we want to elu-
cidate the electronic factors underlying hydrogen sensitiv-
ity, without having complications due to steric effects.
‘‘Real’’ catalysts are invariably much more crowded, and
steric factors must be at least as important as electronic fac-
tors there. Indeed, we included a limited set of more realistic
systems (3l, 3m, 3o and 3p) to allow a direct comparison
with the experimental data presented by the groups of Rich-
ardson [9] and Blom [11]. However, our focus is on evalua-
tion of electronic effects, which should be useful in the
design of new catalysts with tailored hydrogen sensitivity.

2. Methods

All geometries were optimized as minima or transition
states at the restricted (TiIV and ZrIV) or unrestricted (TiIII)
b3-lyp [12]/SV(P) [13] level (small-core pseudopotential for
Zr [14]), using the Turbomole program [15] coupled to the
Baker optimizer [16]. Stationary points were characterized
by vibrational analyses (analytical for closed-shell species,
numerical for open-shell species), and thermal corrections
(enthalpy and entropy) were calculated at 273 K, 1 bar,
using the standard formulae of statistical thermodynamics.
Improved single-point electronic energies were calculated
at the b3-lyp/TZVPP [17] level, and final free energies were
obtained by combining these electronic energies with the
SV(P) thermal corrections. No solvent corrections were
carried out since (a) the model systems were not intended
to directly represent any ‘‘real’’ system and (b) the models
are small, resulting in unrealistically high solvent accessibil-
ity of the metal centre and hence overestimation of solvent
effects.

For TiIII complexes, there often are several electronic
states that are close in energy and can be converged sepa-
rately. The lowest-energy states were obtained by deliber-
ately mixing the a SOMO and LUMO orbitals and then
re-converging the wavefunction. This kind of problem is
most likely to occur for small, symmetric systems, and will
probably be less important for larger, more realistic models.

3. Results and discussion

3.1. Shape of the energy profile

Table 1 contains collected relative free energies of the
adducts of species LnMMe(+) with H2, C2H4, NH3 and
CO, the transition states for ethene insertion and alkyl
hydrogenolysis, and the products of these reactions. In a
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number of cases, mostly for neutral systems (see Table 1),
the C2H4 and H2 adducts were unstable to ligand dissocia-
tion. In a few cases, a complex could be calculated, but it
was higher in (electronic) energy than the separated reac-
tants, presumably with a small barrier to dissociation. Even
where the electronic energy of the adduct is lower than that
of the separated reactants, thermal corrections make many
C2H4 complexes and nearly all H2 complexes unstable to
dissociation. For the strongest donor NH3, on the other
hand, only complexation to a few neutral species (e.g. 1h,
1i, 2k, 2l, 3i) is endergonic. The binding strength of CO
is intermediate between these extremes.

Fig. 1 shows some possible energy profiles for the two
competing reactions (we are ignoring solvent and counter-
ion effects for the moment). In profile A, typical of highly
unsaturated cationic complexes (e.g. 1a, 3b), olefin com-
plexation is strong, and insertion occurs at an energy lower
than that of the free alkyl. Hydrogen complexation, on the
other hand, is rather weak, and hydrogenolysis occurs at an
energy well above the free alkyl. Under these conditions,
the resting state will be the olefin complex, olefin-hydrogen
exchange will be a pre-equilibrium to hydrogenolysis, and
the energy difference DDG� = DG�(H2)–DG�(ins) deter-
mines the hydrogen sensitivity via a Boltzmann expression
(high DDG� values corresponding to low sensitivity).

One arrives at the same conclusion for systems where
both complexation energies are smaller. In the extreme of
negligible complexation (B), the uncomplexed metal alkyl
becomes the resting state (e.g. 1l, 3o), but DDG� still deter-
mines the hydrogen sensitivity. The only situation that
would lead to different kinetics would be that of C, where
both hydrogen and olefin bind strongly, and both react
at energies below that of the free alkyl: once a complex is
formed, it will react before it can revert to the free alkyl
or exchange hydrogen for olefin. However, we have found
no cases where the transition state for hydrogenolysis is
lower in free energy than the isolated metal alkyl, so our
conclusion is that DDG� is the correct measure of hydrogen
sensitivity for the systems studied here.

3.2. Hydrogen sensitivity and electrophilicity

Table 2 lists the calculated hydrogen sensitivities DDG�

for the various systems studied (positive values mean prop-

agation is preferred). Highly electrophilic 3-coordinate cat-
ionic TiIV and ZrIV complexes (a,b) have a very high
preference for propagation over hydrogenolysis. Reducing
the electrophilicity by adding extra donor atoms, either in
the form of additional ligand molecules (e, f) or by intro-
ducing ligands with additional intramolecular donor
groups (j,k) increases the hydrogen sensitivity, as does
the introduction of p-donor groups (c,d). Cyclopentadienyl
groups are extremely strong p-donors by comparison, and
induce a complete switch to preferred hydrogenolysis.

Neutral TiIV systems like Me3TiMe (1h) are much less
electrophilic than cationic species like Me2(NH3)TiMe+

(1e) and show a high hydrogen sensitivity. The neutral TiIII

complexes do not resemble their cationic TiIV analogs



Table 1
Free energies (relative to MMe) of various complexes and transition states (kcal/mol)

Metal System C2H4 complex Ins TS M–Pr H2 compl Hydrogen TS M–H NH3 complex CO complex

TiIV Cl2TiMe+ 1a �23.6 �15.0 �23.3 �3.7 6.2 6.9 �49.4 �17.6
Me2TiMe+ 1b �17.9 �7.0 �17.4 �1.2 11.2 2.9 �40.8 �12.3
(MeO)2TiMe+ 1c �18.8 �6.1 �17.0 �2.1 8.4 �0.2 �39.9 �13.2
(Me2N)2TiMe+ 1d �11.7 4.1 �12.5 �0.4 12.1 �2.7 �31.4 �11.4
(NH3)Me2TiMe+ 1e 10.7 20.3 �6.9 a 27.7 0.9 �13.6 6.9
(NH3)2Me2TiMe+ 1f a 31.4 �11.0 a 29.3 �6.1 �3.2 10.0
Ac2TiMe+ 1j 3.4 20.3 �10.3 7.3 28.5 4.0 �20.7 2.2
Acac2TiMe+ 1k a 32.8 �5.6 a 33.3 �0.4 �1.6 14.5
Cp2TiMe+ 1l 5.8 14.5 �11.2 6.0 7.1 �12.6 �18.3 �6.8
{Me2SiCp2}TiMe+ 1m 4.7 12.6 �11.8 5.8 6.7 �10.2 �18.4 �7.4
{CpSiMe2NMe}TiMe+ 1n �7.6 3.3 �12.8 1.8 8.8 �1.6 �28.8 �9.2
{Li2Cl4}TiMe+ 1q 17.1 23.5 �6.9 a 31.2 �2.3 �6.6 12.8
{Mg2Cl6}TiMe+ 1r a 18.3 �9.3 a 30.8 0.9 �12.5 11.3
{Mg3Cl8}TiMe+ 1s 3.1 7.9 �14.2 8.6 17.1 0.6 �24.3 �1.6
Cl3TiMe 1g a 39.3 �6.5 a 35.0 �3.4 0.6 12.7
Me3TiMe 1h a 41.4 �3.4 a 32.7 �3.5 7.1 17.6
(NH3)Me3TiMe 1i a 43.8 �3.4 a 31.6 �9.2 13.1 15.0

TiIII Cl2TiMe 2a 0.9 19.1 �2.8 11.6 19.7 1.9 �12.6 �1.1
Me2TiMe 2b �1.8 20.5 �2.6 11.2 18.6 �4.9 �7.3 �2.9
(MeO)2TiMe 2c 0.0 22.0 �2.1 11.3 18.9 �6.9 �3.5 �3.6
(Me2N)2TiMe 2d 10.6 24.2 �2.1 11.0 20.6 �8.0 �3.9 �5.3
(NH3)Me2TiMe 2e 6.0 26.5 �2.4 8.9 23.0 �9.1 �3.9 �1.8
(NH3)2Me2TiMe 2f 12.7 29.7 �2.6 12.3 22.3 �12.4 2.9 �1.8
Ac2TiMe 2j 12.7 29.8 �3.0 a 29.2 �4.9 �1.6 5.6
Acac2TiMe 2k 19.3 36.4 �4.1 a 30.9 �9.0 4.2 10.5
Cp2TiMe 2l 19.5 34.9 0.8 13.8 18.5 �14.0 3.8 2.0
{Me2SiCp2}TiMe 2m 18.0 33.6 0.2 13.4 17.9 �11.0 2.6 1.9
{CpSiMe2NMe}TiMe 2n 6.1 23.6 �2.3 9.3 18.8 �6.5 �3.4 �1.8
{Li2Cl4}TiMe 2q a 20.2 �3.8 a 22.6 �0.8 b 0.7
{Mg2Cl6}TiMe 2r a 20.1 �4.4 a 25.3 2.1 b 2.8
{Mg3Cl8}TiMe 2s 4.4 16.5 �9.0 6.0 19.0 4.2 �15.2 �3.2

ZrIV Cl2ZrMe+ 3a �23.1 �10.9 �18.6 �3.1 8.8 4.2 �46.9 �15.5
Me2ZrMe+ 3b �16.3 �2.7 �12.5 �1.3 13.7 1.3 �38.6 �11.0
(MeO)2ZrMe+ 3c �16.2 �1.9 �12.8 �0.6 12.3 �1.7 �37.7 �10.7
(Me2N)2ZrMe+ 3d �13.5 4.4 �10.9 �0.6 11.9 �3.9 �32.7 �12.1
(NH3)Me2ZrMe+ 3e 4.1 14.0 �7.1 a 25.1 �1.1 �18.4 1.8
(NH3)2Me2ZrMe+ 3f 11.6 28.0 �9.2 a 29.0 �4.6 �10.0 6.6
Ac2ZrMe+ 3j �3.0 15.9 �9.2 2.7 25.1 1.9 �27.1 �2.9
Acac2ZrMe+ 3k a 28.6 �4.6 a 30.8 �2.3 �8.5 8.4
Cp2ZrMe+ 3l �3.8 6.3 �13.2 1.2 5.7 �10.1 �26.6 �10.3
{Me2SiCp2}ZrMe+ 3m �5.7 5.3 �12.5 0.8 5.5 �9.9 �27.2 �9.9
{CpSiMe2NMe}ZrMe+ 3n �11.4 1.5 �10.7 0.5 8.8 �5.2 �31.1 �9.0
Ind2ZrMe+ 3o 1.0 13.3 �8.9 4.2 10.7 �9.9 �21.9 �6.5
Cp�2ZrMeþ 3p 9.2 17.4 �3.6 6.5 10.4 �13.2 �16.9 �3.6
Cl3ZrMe 3g a 34.0 �5.0 a 31.7 �3.6 �6.4 7.4
Me3ZrMe 3h a 36.0 �3.2 a 28.3 �4.8 1.5 11.8
(NH3)Me3ZrMe 3i a 40.8 �3.4 a 29.1 �8.4 9.1 14.6

a No complex formed, spontaneous dissociation.
b Complex splits off a Li–Cl or Mg–Cl fragment on optimization.
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much, but instead show a behaviour more similar to that of
neutral TiIV complexes, with a mostly modest (in case of
Cp complexes, a pronounced) preference for hydrogenoly-
sis. Notable exceptions here are the ‘‘heterogeneous’’ mod-
els 2q, 2r and 2s which still prefer propagation.

While this picture seems to be reasonable, it would be
helpful to have a more quantitative measure of electrophi-
licity to plot against hydrogen sensitivity. To this end, we
calculated the complexation energies DGb of all fragments
with the strong r-donor NH3 and the much weaker donor
CO (note that by definition these complexation energies are
the negative of the relative energies of NH3 and C2H4 com-
plexes as listed in Table 1; the same holds for DGb values
used in other figures). Fig. 2 shows that the ethene binding
strength is approximately proportional to that of NH3,
though with a slope less than 1.0 (since ethene is obviously
a weaker donor). The (significant) deviations for TiIII com-
plexes might be due to the possibility of backdonation from
TiIII to C2H4 but not to NH3. Figure S1 shows a similar
trend for CO; Figure S2 shows that hydrogen complexa-
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tion, while much weaker than that of either C2H4 or CO,
also follows NH3 complexation. We conclude that the
NH3 complexation energy is a useful measure of Lewis
acidity or electrophilicity.

If we now plot the calculated hydrogen sensitivity
DDG� = DG�(H2)–DG�(ins) against NH3 complexation
energy, we again find a reasonable correlation (Fig. 3).
Gratifyingly, the regions for TiIV, TiIII and ZrIV overlap
Table 2
Calculated hydrogen sensitivity DDG� = DG� (H2)–DG� (ins) (kcal/mol)

System TiIV, 1 TiIII, 2 ZrIV, 3

Cl2MMe a 20.8 �4.8 19.4
Me2MMe b 17.8 �6.7 16.0
(MeO)2MMe c 14.1 �3.5 13.9
(Me2N)2MMe d 7.6 �4.0 7.2
(NH3)Me2MMe e 7.0 �4.0 10.7
(NH3)2Me2MMe f �2.5 �7.8 0.6
Ac2MMe j 7.8 �1.0 8.8
Acac2MMe k 0.2 �5.9 1.8
Cp2MMe l �7.8 �16.8 �1.0
{Me2SiCp2}MMe m �6.3 �16.1 �0.1
{CpSiMe2NMe}MMe n 5.1 �5.3 6.9
Ind2MMe o �3.0
Cp�2MMe p �7.4

{Li2Cl4}TiMe q 7.2 2.0 n/a
{Mg2Cl6}TiMe r 12.1 4.8 n/a
{Mg3Cl8}TiMe s 8.8 2.1 n/a

Cl3MMe g �4.6 n/a �2.7
Me3MMe h �9.0 n/a �8.1
(NH3)Me3MMe i �12.5 n/a �12.1
considerably, indicating that electrophilicity is the main
determinant of hydrogen sensitivity, without any specific
influence of either the metal (Ti vs Zr) or oxidation state
(TiIV vs TiIII) [18]. If we would manage to generate compa-
rable Lewis acidity for e.g. a TiIV and a TiIII complex (obvi-
ously by using very different ligand sets for the two
systems), we can expect roughly comparable hydrogen
sensitivities.

From these results, we tentatively conclude that the elec-
tronic preference is controlled by the strength of binding of
the incoming reactant (C2H4 or H2). Ethene is the better
donor of the two [19], so highly electrophilic systems bind
ethene more strongly than H2. Once the reactant is bound,
the barrier for the subsequent reaction is relatively low, so
everything is dominated by the complexation energy. For
the less electrophilic systems, the complexation energies
are smaller, and so are the differences between them.
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3.3. The case of metallocenes

Metallocenes appear to deviate most from the trend
mentioned above. They have fairly large NH3 complexation
energies, comparable to, e.g. the analogous carboxylates,
yet their hydrogen sensitivity is much higher (they are the
eight points most below the general trend in Fig. 3). We
believe that this is at least partly a steric effect. The metal-
locenes are rather crowded close to the metal centre. This
does not hinder the approach of H2 much, and even favours
the elongation of the M–C bond that occurs at the transi-
tion state. However, the close approach of the olefin needed
for both complexation and insertion is more hindered. The
effect on the difference in reaction energies is revealing in this
respect: hydrogenolysis is more exothermic for the metal-
locenes than for any other species considered.

If we consider the metallocenes as a group, their hydro-
gen sensitivities are shifted by ca. 10 kcal/mol from the
trend seen with the other systems, but seem to follow a par-
allel line: hydrogen sensitivity still decreases with increasing
electrophilicity. At first sight, these data seem to contradict
the conclusions of both Richardson et al. and Blom et al.
However, there is no contradiction with the experimental

results reported by the group of Blom [11]. They find that
hydrogen sensitivity increases in the order Cp2Zr <
Ind2Zr < Cp�2Zr, just as we predict on the basis of the cal-
culations. Even in a quantitative sense, there seems to be a
reasonable agreement [11c], considering that counterion
and solvent have been neglected in the calculations.
Rather, the different conclusion reached by Blom et al. is
due to a different choice of measure of electrophilicity.
These authors concluded from 91Zr chemical shifts and cal-
culated charges that Cp�2Zr is more electrophilic than
Cp2Zr, whereas our calculated NH3 complexation energies
seem to indicate the opposite. Unfortunately, electrophilic-
ity is not a well-defined concept corresponding to a unique
physical observable, so the choice of measure of electrophi-
licity is largely one of taste and personal preference.
However, when faced with two measures indicating dia-
metrically opposite trends, we believe that choosing the
one directly connected with ligand binding strength corre-
sponds best to the intuition of organometallic chemists.
With this choice of measure, electrophilicity increases in
the order Cp�2Zr (3p) < Ind2Zr (3o) < Cp2Zr (3l) < Me2Si-
Cp2Zr (3m) < {CpSiMe2, NMe}Zr (3n), while hydrogen
sensitivity decreases in this order.

One has to be cautious not to over-interpret the agree-
ment between theory and experiment regarding electrophi-
licity and hydrogen sensitivity. For the case of ethene
polymerization, in particular, it is possible that the rate-lim-
iting step of propagation does not correspond to the actual
insertion step but rather to e.g. anion displacement [20] or
chain re-orientation [21]. In that case, the agreement we find
could be largely fortuitous. On the other hand, we have
argued before that for olefins other than ethene, insertion
itself is more likely to be the rate-limiting step in propaga-
tion [21a]. It follows that for such olefins one might be more
confident of finding the trend we predict, i.e. an increase in
hydrogen sensitivity for less electrophilic systems.

One might expect that a comparison with the work by
the group of Richardson [9] would be more straightfor-
ward, because now both experimental and computational
data are for isolated gas-phase cations. However, we are
using free-energy values to predict preference, and these
are only valid under conditions of fast thermalization and
Boltzmann energy distributions. In Richardson’s gas-phase
experiments, the isolated cations are first thermalized, but
then they collide with a substrate molecule and react (or
dissociate again) before the collision and complexation
energy has been dissipated. Thus, the observed rates, while
valid in themselves, are for species with a non-Boltzmann
energy distribution, and for an average internal energy dif-
ferent for each system [9c], and so cannot be directly corre-
lated with free-energy values at any specific temperature.

Richardson’s data seem to imply that hydrogen sensitiv-
ity increases with increasing electrophilicity, although the
error margins in the kH2

=kp values are quite high. In view
of the above-mentioned difficulty in correlating gas-phase
results with calculated data, we refrain from speculation
about this apparent discrepancy. Still, the computational
results indicate that, in agreement with observations by
Richardson et al., both insertion and hydrogenolysis taken
separately become faster for more electrophilic systems.
Fig. 4 illustrates the hydrogenolysis case. The position of
the metallocene data is again noticeable: they lie below
the main body of the data points, implying that hydrogen-
olysis is abnormally easy for this class of compounds.

In 1992, Richardson et al. used ligand effects on elec-
tron-transfer equilibria between substituted ruthenocenes
to define a parameter c describing the ‘‘electronic ligand
effect’’ of cyclopentadienyl-like ligands [22]. The scale for
c is anchored to 0.0 for the unsubstituted cyclopentadienyl
group, and to �1.0 for the more electron-donating Cp*

group; strongly electron-withdrawing ligands have positive
c values (e.g. C5H(CF3)4, 3.10). In later studies of gas-
phase chemistry, reactivity of metallocene cations was
found to follow trends in

P
c (sum of c parameters for

the ligands attached to the metal), indicating that this



35

30

25

20

15

10

5

0
-2.0 -1.0 0.0 1.0 2.0

Σ γ

ΔG
b

3
(N

H
),

kc
al

/m
ol

Fig. 5. Correlation between Richardson’s c parameter and calculated
ammonia complexation energy.
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can be used as a measure of electrophilicity of substituted
metallocenium cations [9]. Thus, it seems useful to compare
this measure with our calculated complexation energy of
the probe molecule ammonia. The ammonia complexation
values calculated for Zr complexes follow the same trend as
these c values, with electrophilicity decreasing in the order
3n > 3m > 3l > 3o > 3p. Even quantitatively, the correla-
tion appears to be good (Fig. 5), suggesting that both are
useful measures of ‘‘electrophilicity’’.

4. Conclusions

Our calculations indicate that in principle hydrogen sen-
sitivity, defined as the preference for hydrogenolysis over
propagation, should show a clear inverse correlation with
electrophilicity of the metal centre. This trend is interpreted
in terms of the dominant effect of complex formation on the
energy profile. Although many factors (like catalyst dor-
mancy and deactivation issues) complicate the comparison
with experiment, this seems to agree with experimental data,
both in broad terms (relatively high sensitivity of single-site
catalysts compared to traditional Ziegler–Natta and Phillips
catalysts [2]) and within the metallocene series [11]. Metal-
locenes as a class seem to be more sensitive to hydrogen than
expected on the basis of electrophilicity alone, which we ten-
tatively ascribe to steric effects. Nevertheless, calculations
suggest that within their class they follow the same trend.

Appendix A. Supplementary material

Supplementary data associated with this article can be
found, in the online version, at doi:10.1016/j.jorganchem.
2007.04.030.
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